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ABSTRACT
In this second paper in a series on the structure of the local interstellar medium (LISM), we construct

a three-dimensional model of the local interstellar cloud (LIC) based on Hubble Space Telescope (HST ),
Extreme Ultraviolet Explorer (EUV E), and ground-based Ca II spectra. Starting with hydrogen column
densities derived from deuterium column densities measured with the Goddard High Resolution Spectro-
graph instrument on HST for 16 lines of sight to nearby stars, we derive a model consisting of the sum
of nine spherical harmonics that best Ðt the data. We then rederive the model by including the lines of
sight to three hot white dwarfs observed by EUV E and 13 lines of sight with Ca II column densities at
the projected LIC velocity. The LIC model is clearly not a long thin Ðlamentary structure like optical
images of some interstellar clouds (e.g., reÑection nebulae in the Pleiades), but neither is it spherical in
shape. As seen from the north Galactic pole, the LIC is egg-shaped with an axis of symmetry that points
in the direction lB 315¡. Since the direction of the center of the Scorpius-Centaurus association is
l\ 320¡, the shape of the LIC could be determined by the Ñow of hot gas from Sco-Cen. The model
shows that the Sun is located just inside the LIC in the direction of the Galactic center and toward the
north Galactic pole. The absence of Mg II absorption at the LIC velocity toward a Cen indicates that
the distance to the edge of the LIC in this direction is ¹0.05 pc and the Sun should cross the boundary
between the LIC and the Galactic (G) cloud in less than 3000 yr. We estimate that the volume of the
LIC is about 93 pc3 and its mass is about 0.32 The physical parameters and hydrogen columnM

_
.

density of the LIC are roughly consistent with theoretical models of the warm interstellar medium that
assume pressure and ionization equilibrium. However, the empirical hydrogen ionization of the LIC is
much higher and the gas temperature lower than the theoretical models predict. Therefore, the ionization
is likely due to shock activity from a nearby supernova that has not yet reached equilibrium. The higher
ionization increases the gas cooling, which can explain why the gas is 2400 K cooler than the ionization
equilibrium models predict. Computed and observed temperatures are in agreement for a model with the
observed LIC electron density.
Subject headings : circumstellar matter È dust, extinction È infrared : ISM: lines and bands È

ISM: abundances È molecular processes

1. INTRODUCTION

In their classic paper, Field, Goldsmith, & Habing (1969)
proposed that thermal instability naturally leads to a multi-
phase interstellar medium (ISM) in which the individual
phases coexist at constant pressure. They identiÐed two
phases (cold and warm) in their rather quiescent model of
the interstellar medium. Cox & Smith (1974) identiÐed a
third phase in the constant pressure ISM: hot gas energized
by supernovae. Over the years, these models have been
modiÐed by including new heating, cooling, ionization, and
recombination rates, together with additional physical pro-
cesses including cloud evaporation and thermal conduction.
Cox & Reynolds (1987) and McKee (1995) provide com-
prehensive summaries of this topic. In recent terminology,
the phases of the interstellar medium are called CNM (cold
neutral medium), WNM (warm neutral medium), WIM
(warm ionized medium), and HIM (hot ionized medium).

While theory often provides useful prototypes and
insights into the essential physics, theoretical models are
always simpliÐcations. In particular, pressure equilibrium
among the di†erent phases, ionization equilibrium within a

1 Based on observations with the NASA/ESA Hubble Space Telescope,
obtained at the Space Telescope Science Institute, which is operated by the
Association of Universities for Research in Astronomy, Inc., under NASA
contract NAS 5-26555.

phase, and standard values for illuminating radiation Ðelds
and grain absorption may not be representative of real
interstellar gas. Observations, therefore, are required to test
the theory and provide guidance on how it should be modi-
Ðed.

Lallement & Bertin (1992) and Lallement et al. (1995)
demonstrated that the Sun lies inside a warm, partially
ionized, low-density cloud which they called the local inter-
stellar cloud (LIC). This cloud is part of a complex of warm
clouds that is located either inside or at the edge of a
superbubble (called the Local Bubble) produced by the OB
star winds and supernovae of the Scorpius-Centaurus
association (Frisch 1995 ; Lyu & Bruhweiler 1996). Linsky
et al. (2000, hereafter Paper I) summarize the hydrogen and
deuterium column densities through the LIC along many
lines of sight toward nearby stars inferred from spectra
obtained with the Goddard High Resolution Spectrograph
(GHRS) and Space Telescope Imaging Spectrograph (STIS)
instruments on the Hubble Space Telescope (HST ) and the
Extreme Ultraviolet Explorer (EUV E), respectively. With
accurate absorption-line data for these many lines of sight,
measurements of the LIC gas Ñowing through the solar
system, and knowledge of the far-UV radiation illuminating
the LIC from surrounding stars, we surely know more
about the LIC than any other interstellar cloud. Compari-
son of the LIC with recent theoretical models (WolÐre et al.
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1995a), therefore, can provide an excellent test of these
models.

In this second paper in our series on the structure of the
local interstellar medium (LISM), we construct two three-
dimensional models of the LIC based on GHRS, EUV E,
and Ca II spectra.2 The Ðrst model is based exclusively on
the very best GHRS, STIS, and EUV E data available (data
set A). The second model is based on as many reliable sight
lines as is possible, including GHRS, STIS, EUV E, and
Ca II data (data set B). A comparison of these two models
will give a measure of the stability and robustness of our
modeling. These models turn out to be closer in shape to a
sphere than to a thin sheet, which is often thought to be the
preferred geometry of warm clouds. With the morphology
and physical properties of our LIC model now reasonably
well known, we can compare the LIC with theoretical
models for the same input parameters. We can also
compare the LIC morphology with the directions of the
incoming gas Ñows and radiation Ðelds to search for empiri-
cal evidence that may identify the physical processes that
control the cloudÏs shape.

2. ASTRONEPHOGRAPHY : THE SURFACE OF THE LIC

2.1. Fitting the HST Data Set
In Paper I several strong arguments are made that the

most accurate way to derive hydrogen column densities for
lines of sight through the LIC is to multiply the deuterium
column densities measured in GHRS and STIS spectra by
the mean D/H ratio in the LIC, 1.5 ] 10~5. The distance
from the outer edge of the heliosphere to the edge of the
LIC, in units of parsecs, along a given line ofdedge(LIC),
sight is then derived using dedge(LIC)\NH I

(LIC)/3.086
We assume that the interstellar gas moving with] 1018nH I

.
the LIC speed has a constant density, cm~3,nH I

\ 0.10
since the largest mean density along nearby lines of sight is
0.10 cm~3. We also assume that the LIC is uniformly Ðlled
with gas.

Our data set consists of the Galactic coordinates (l, b)
and values of toward the 16 stars for which wededge(LIC)
have deuterium column densities (or upper limits) obtained
from GHRS and STIS spectra. In the case of upper limits,
we set equal to the upper limit. To describe thededge(LIC)
LIC in three dimensions, we use a function that requires
only the three spherical coordinates, h, /, and r, where h
and / are the Galactic coordinates of the star and r is the
distance to the edge of the LIC in units of parsecs, as dis-
cussed in Paper I. If in fact the shape of the LIC is quasi-
spherical, the use of spherical harmonics as the orthogonal
set of basis functions seems appropriate. We make no prior
assumptions regarding the shape or smoothness of the LIC.
With enough spherical harmonics, it is possible to produce
any arbitrary closed surface. The quality of the Ðts and
reproducibility of a similar LIC shape lead us to claim that
such a quasi-spherical shape may describe the three-
dimensional structure of the LIC. We Ðt this data set with a
sum of spherical harmonics with the amplitudes and orien-

2 The resulting model can be viewed at the Colorado Model of the
Local Interstellar Medium Web site, http ://casa.colorado.edu/DsredÐel/
ColoradoLIC.html. The input data, the prescription for computing the
model, and a tool for calculating the hydrogen column density through the
LIC along any line of sight will also be available at this Web site. As new
data appear, the Web site will include new versions of the LIC model and
models for nearby warm clouds in the LISM.

tations calculated with a least-squares routine. Spherical
harmonics are a useful set of orthogonal basis functions
because they can accommodate a wide range of surface
shapes and orientations. The speciÐc mathematical form
of the spherical harmonics is discussed in detail in the
Appendix.

The construction of the model required us to deÐne a
Cartesian coordinate system to map the data onto the
spherical coordinate system that our Ðtting routine operates
in. We chose the most obvious and convenient coordinate
system with the Sun at the origin, the z-direction toward the
north Galactic pole, the x-direction toward the Galactic
center, and the y-direction toward Galactic east. Although
the LIC has no preferred coordinate system, the spherical
harmonics used in the Ðtting routine do. For all spherical
harmonics with l [ 0, the z-direction is an axis of orienta-
tion. Therefore, for each individual data set discussed in this
paper we Ðt three di†erent sets of spherical harmonics,
based on three di†erent axes of orientation. These orienta-
tions are as follows : (1) the z-direction corresponds to the
north Galactic pole direction ; (2) the z-direction corre-
sponds to the direction toward the Galactic center, which is
also the direction toward the Galactic (G) cloud and essen-
tially the axis from the center of the cloud to the Sun ; and
(3) the z-direction corresponds to Galactic east, a halfway
point between the largest and shortest extent of the LIC.
With a very large number of data points, the orientation of
the spherical harmonics would be irrelevant and each orien-
tation would produce the same result. With few data points
and portions of the sky poorly sampled, however, the orien-
tation can a†ect the Ðnal shape, as di†erent regions are
sampled by di†erent order harmonics.

Our proposed LIC model is based on the average of these
three models with di†erent orientations. This technique of
orientation-averaging allows us to create the most general
solution to the three-dimensional structure of the LIC, as
well as to easily identify regions where our model is either
well constrained or poorly constrained. Figure 1 is an
example of this orientation-averaging technique for data
sets A and B (the contents of these data sets will be dis-
cussed below). For each data set, the solid line contour is
the weighted average of the nonsolid line contours, which
represent individual models based on di†erent orientations.
The examples in Figure 1 also provide some insight into the
error involved in our model. Our model is an excellent Ðt to
the data in the direction toward Galactic center and Galac-
tic north, as all models give the same result in those direc-
tions, regardless of orientation. However, our model is
poorly constrained in the direction of Galactic anticenter,
where the models di†er by parsecs. There are no data points
in that direction that correspond to the 0 pc contour, as
seen from Galactic west, to constrain the models, so each
orientation Ðts it di†erently. Our three-dimensional models
of the LIC will therefore be produced by this average-
orientation technique. In the Ðnal contour maps of the
model, we will distinguish areas which are well constrained
from areas which are poorly constrained based on the
results of the di†erent orientations.

Our procedure is Ðrst to Ðt a sphere to the 16 HST data
points by a least-squares method. We then add successively
more spherical harmonics. As we add more harmonics and
thus sample the LIC shape with Ðner and Ðner structures,
the Ðt of the sum of the harmonics to the data points has
increasing accuracy (decreasing values of reduced s2). For
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FIG. 1.È(a) View from Galactic west (l\ 270¡, b \ 0¡) of various LIC models computed from hydrogen column densities inferred from HST and EUV E
spectra (data set A). The Sun is located at (0,0), and the directions toward the Galactic center (l\ 0¡) and Galactic north (b \ 90¡) are indicated. The nonsolid
lines indicate models derived from spherical harmonics at di†erent orientations (dotted line : z-direction corresponds to north Galactic pole ; dashed line :
z-direction corresponds to Galactic center). The model associated with an orientation of the z-direction to Galactic east did not produce a realistic solution
because of the limited number of data points. The thick solid line indicates the Ðnal model for data set A, derived from the weighted average of all
orientations. (b) Same view as (a) except for data set B. Here all orientations are present, as there are more data points available to constrain the model (dotted
line : z-direction corresponds to north Galactic pole ; dashed line : z-direction corresponds to Galactic center ; dash-dotted line : z-direction corresponds to
Galactic east). Although both data set A and data set B produce similar models for the LIC, notice the improvement in the model for data set B as a result of
the inclusion of the Ca II data points. The model (solid line) is now well constrained in almost every direction except toward Galactic anticenter. This Ðgure
helps visualize the average-orientation technique used to construct our Ðnal three-dimensional models of the LIC.

each harmonic we determine the corresponding(y
l,m),

amplitude (the coefficient, see the Appendix) by mini-a
l,mmizing s2. This coefficient is proportional to the importance

of that harmonic to successfully Ðtting the shape of the LIC.
As we will see from the value of the coefficient, thea0,0 y0,0harmonic (the sphere) is clearly the predominant shape
associated with the LIC. We expect the remaining y

l,mvalues to be less important than the harmonic, andy0,0therefore However, we do not expect thea
l;0,m \ a0,0. a

l,mvalues to necessarily decrease monotonically with increas-
ing l, which would be the case only when the LIC data
points lie on a surface that is close to a sphere. A larger or
smaller coefficient simply indicates the relative importance
of the corresponding harmonic to the overall shape of the
LIC. Typically, we can Ðt the LIC to order 9 (l\ 0, 1, 2)
before the model starts computing negative or unrealisti-
cally large distances from the center of the model to some
directions between the data points. It is for this reason that
Figure 1a contains only two (instead of three) di†erent
orientation models. The orientation associated with the
z-direction toward Galactic east does not produce a realis-
tic solution. The data set used for Figure 1a contains only
17 data points, whereas the data set used in Figure 1b has 32
data points. When we added more data points in creating
data set B, the problem disappeared and the third orienta-
tion was sufficiently constrained to produce a satisfactory
solution.

2.2. Fitting the EUV E Data Set
We next considered whether the hydrogen column den-

sities toward the white dwarfs observed by EUV E are con-
sistent with the LIC shape determined only with the HST

data. Since the EUV E hydrogen column densities refer to
the absorption by all clouds in the line of sight, we do not
know a priori whether the lines of sight to any of these stars
pass through only the LIC. The value of for only onededgeof the EUV E targets (GD 50) is accurately Ðt with the LIC
shape. For this nearby star (37 pc), is similar toNH I

(total)
the values of determined from GHRS spectra forNH I

(LIC)
the stars HR 1099, v Eri, and 40 Eri A that lie between 3¡.4
and 11¡ from GD 50 on the sky. We therefore include GD
50 in our list of lines of sight and rederive the LIC shape
based on what we call data set A (16 HST lines of sight plus
GD 50).

Table 1 shows the Ðts to the model LIC using 16 HST
data points and one EUV E data point (GD 50). Using
data set A, we Ðnd that the center of the LIC is located at
(x, y, z) \ ([2.2, ]1.2, [1.1), where x is the distance
(parsecs) from the Sun toward the Galactic center, y is the
distance (parsecs) from the Sun toward Galactic east
(l \ 90¡), and z is the distance (parsecs) from the Sun toward
the north Galactic pole. Thus, the center of the model lies
away from the Galactic center and toward Galactic east
and the south Galactic pole.

For each line of sight, is the distance from the Sun todedgea point P that is at the edge of the LIC. The distance from
the center of the LIC model to point P is and isdobs, dmodelthe distance from the center of the LIC model to the edge of
the LIC model in the direction of point P. In Table 1 we list
for the 17 lines of sight the values of and thedobs, dmodel,di†erence between these two quantities, All ofdmodel[ dobs.these quantities are in parsecs. Column (7) in the table lists
the relative weight of each data point that is inversely pro-
portional to the uncertainty in the measured ForNH I

(LIC).
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this LIC model, the average di†erence between anddmodelis 0.14 pc and the reduced s2\ 0.56. The table alsodobsincludes lines of sight toward two white dwarfs (GD 71 and
V471 Tau) and 13 Ca II stars (see below) that were not
included in the model Ðt by giving them zero weight. Note
that the two white dwarfs have di†erences of(dmodel [ dobs)about ]0.8 pc, indicating that the shape of the LIC created
using data set A is too large in their direction. Also note
that practically all the Ca II stars seem to Ðt fairly well, with
an average di†erence of only 0.43 pc. We will use all of these
stars in data set B, in order to test the robustness of our
model. The two white dwarfs should be included in order to
constrain the model because they provide upper limits to
the edge of the LIC in those directions. The Ca II stars
should be added in order to provide more lines of sight and
a more stable and robust model. These additions are
included in data set B and will be discussed shortly.

2.3. Fitting the Ca II Data Set
We now compare the model for the LIC obtained only

from neutral hydrogen absorption, data set A (16 HST stars
and one EUV E star), with a larger data set of interstellar
absorption by a trace element. Large ground-based surveys

of interstellar absorption in the Na I and Ca II resonance
lines are now available, but we believe that the Ca II KÈline
data provide a better tracer of local warm interstellar gas
because strong Na I absorption is observed in cold clouds
and many more stars within 50 pc show Ca II absorption
than Na I absorption. In particular, et al. (1997)Ge� nova
note that nearby stars with Ca II absorption at the predicted
velocities of the LIC and G clouds rarely show Na I absorp-
tion at these velocities. Three high spectral resolution
surveys of Ca II absorption toward some 120 stars (Vallerga
et al. 1993 ; Welty, Morton, & Hobbs 1996 ; Crawford 1991)
are available, as well as a few observations at 0.3 km s~1
resolution (Crawford & Dunkin 1995).

We list in Table 2 the data for the 14 stars in these surveys
that show Ca II absorption at the projected LIC velocity.
Our criteria for selection are that the measured velocities lie
within 0.7 km s~1 of the predicted velocity, that the mea-
sured broadening parameter be at least as large as thatbCa IIexpected for a temperature of 7000 K, and that the star not
be in the general direction of the G cloud, which is tentati-
vely set as within 40¡ of a Oph (l \ 36¡, b \ ]22¡). For our
analysis of the LIC, we include all stars within 100 pc that
meet these criteria.

TABLE 1

COMPARISON OF LIC MODEL WITH GHRS AND EUV E DATA

d l b dobs dmodel dmodel [ dobs
Star Symbol Star Name (pc) (deg) (deg) (pc) Weight (pc) (pc)

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Stars Included in the Model Fit

aC . . . . . . . . . . . a Cen 1.35 316 [01 2.744 2.0 2.729 [0.015
SI . . . . . . . . . . . Sirius 2.63 227 [09 2.588 2.7 2.776 ]0.188
vE . . . . . . . . . . . v Eri 3.22 196 [48 1.811 6.7 1.764 [0.047
61 . . . . . . . . . . . 61 Cyg A 3.48 082 [06 2.527 6.7 2.565 ]0.038
PR . . . . . . . . . . Procyon 3.50 214 ]13 2.887 9.1 2.922 ]0.035
40 . . . . . . . . . . . 40 Eri A 5.04 201 [38 1.883 4.8 1.878 [0.005
bG . . . . . . . . . . b Gem 10.3 192 ]23 3.183 4.8 2.949 [0.234
CA . . . . . . . . . . Capella 12.9 163 ]05 4.154 9.1 3.700 [0.454
bC . . . . . . . . . . . b Cas 16.7 118 [03 3.377 9.1 3.113 [0.264
aT . . . . . . . . . . . a Tri 19.7 139 [31 1.497 4.8 2.085 ]0.588
99 . . . . . . . . . . . HR 1099 29.0 185 [42 1.496 9.1 1.505 ]0.009
43 . . . . . . . . . . . HZ 43 32.0 054 ]84 2.843 2.0 2.755 [0.088
pG . . . . . . . . . . p Gem 37.5 191 ]23 2.907 4.8 2.969 ]0.062
G1 . . . . . . . . . . G191[B2B 68.8 156 ]07 3.519 4.4 3.864 ]0.345
31 . . . . . . . . . . . 31 Com 94.2 115 ]89 2.743 7.7 2.741 [0.002
vC . . . . . . . . . . . v CMa 132 240 [11 2.750 2.0 2.736 [0.014
50 . . . . . . . . . . . GD 50 37 187 [39 1.556 22. 1.536 [0.020

Stars Excluded from the Model Fit

71 . . . . . . . . . . . GD 71 46.5 192 [05 2.029 0.0 2.698 ]0.669
V4 . . . . . . . . . . . V471 Tau 46.8 172 [28 2.445 0.0 3.326 ]0.881
aQ . . . . . . . . . . a Aql 5.1 048 [9 3.024 0.0 2.589 [0.435
aP . . . . . . . . . . . a PsA 7.7 020 [65 2.715 0.0 2.616 [0.099
AC . . . . . . . . . . a Cep 15.0 101 ]09 2.368 0.0 2.579 ]0.211
bP . . . . . . . . . . . b Pic 19.3 258 [31 3.044 0.0 2.498 [0.546
dV . . . . . . . . . . . d Vel 24.4 272 [07 3.233 0.0 2.705 [0.528
dC . . . . . . . . . . . d Cas 30 127 [02 2.146 0.0 2.688 ]0.542
aA . . . . . . . . . . . a And 30 112 [33 1.891 0.0 1.943 ]0.052
aG . . . . . . . . . . a Gru 31 350 [52 3.127 0.0 2.586 [0.541
aL . . . . . . . . . . . a Lac 31 101 [07 2.138 0.0 2.497 ]0.359
AP . . . . . . . . . . a Peg 43 088 [40 2.363 0.0 2.408 ]0.045
cA . . . . . . . . . . . c Aqr 48 062 [46 2.640 0.0 2.565 [0.075
gQ . . . . . . . . . . g Aqr 56 067 [48 3.774 0.0 2.358 [1.416
gA . . . . . . . . . . . g Aur 67 165 ]00 2.104 0.0 2.811 ]0.707
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In order to derive values of from measurements ofdedgewe must know the abundance ratio in theNCa II
, NCa II

/NH ILIC. Because this ratio can vary by a factor of 10 among
di†erent interstellar clouds and is therefore the greatest con-
tributor of error for the Ca II estimates of we make thisdedge,ratio a free parameter in our model. For all three orienta-
tions, we allow the ratio to vary and determineNCa II

/NH Ithe best-Ðt value and errors based on the least s2 criterion.
For the orientation of the z-direction corresponding to the
north Galactic pole, we obtain a NCa II

/NH I
\ 2.34~0.41`0.89

] 10~8, for the z-direction corresponding to the Galactic
center and for the ÐnalNCa II

/NH I
\ 2.19~0.01`0.50 ] 10~8,

orientation where the z-direction corresponds to Galactic
east It is encouraging thatNCa II

/NH I
\ 2.36~0.75`1.21 ] 10~8.

the ratio is independent of orientation, as allNCa II
/NH Ithree give consistent results. The mean abundance ratio

based on these results is NCa II
/NH I

\ 2.30~0.28`0.53 ] 10~8,
which is similar to the mean ratio NCa II

/NH I
\ 1 ] 10~8

that Frisch (1996) Ðnds is typical of warm neutral clouds.
The values listed in Table 2 are based on theNH I abundance ratio, and allNCa II

/NH I
\ 2.30~0.28`0.53 ] 10~8

models based on Ca II data will use this value to derive dedgefor each line of sight. Table 2 lists the derived hydrogen
column densities, mean hydrogen number densities, and
distances to the edge of the LIC for these lines of sight. Note
that for all lines of sight the inferred value of SnH I

T \ 0.1
cm~3, so that all of the stars lie outside of the LIC.

Since the models computed with and without the Ca II

lines of sight are in very good agreement where there are an
adequate number of data points, we are conÐdent that we
can include Ca II column densities in models for the LIC
and other nearby warm clouds. Figure 1 compares the
results of data set A and data set B (which includes Ca II). It
is clear that the results are strikingly similar and that the
addition of the Ca II lines of sight signiÐcantly improves the
consistency among the models computed with di†erent
orientations. Note the good agreement in Figure 1b among
the three models toward the south Galactic pole where
there are a number of Ca II data points but no HST or

EUV E data points. With the additional constraints provid-
ed by the Ca II data points, we also felt conÐdent in adding
two more EUV E white dwarfs (GD 71 and V471 Tau).
These stars show hydrogen column densities consistent with
interstellar absorption only from the LIC and so can there-
fore be added to further constrain the LIC model. Table 3
shows the Ðts to the model LIC using 16 HST data points,
three EUV E data points, and 13 Ca II data points. We refer
to these data as data set B. Previously, the total hydrogen
column density for GD 71 and V471 Tau placed them
about 0.8 pc inside the boundary of the LIC computed from
data set A. Including them in the calculation now places
them only about 0.6 pc inside the LIC model, which is
probably consistent with the measurement errors. The
reduced s2\ 1.33, and the average di†erence between

and is 0.28 pc. The model center is now (x, y, z)\dmodel dobs([2.5, 1.5, [1.5). Table 4 compares the parameters for the
models based on data sets A and B, and it also lists the
spherical harmonic coefficients, as discussed in the Appen-
dix, derived for both models.

2.4. V isualizing the L IC Model
Figures 2È4 provide views of the LIC models created

from the sum of nine spherical harmonics that best Ðt data
set B. Figure 2 shows the LIC model based on data set B as
viewed from the north Galactic pole (b \ ]90¡). The 0 pc
line shows the edge of the LIC in a plane through the Sun
that is parallel to the Galactic plane. The [2 and [4 pc
lines show parallel planes (at 2 pc increments) south of the
Sun. Solid lines indicate where the three di†erent orienta-
tions agree very well, and we feel the model is well con-
strained. The dotted line regions indicate where the model is
poorly constrained, as indicated by the three orientation
models disagreeing with each other by greater than a few
tenths of a parsec. The crosshairs at the origin indicate the
location of the Sun. The Sun is located very close to the
edge of the LIC, and the main axis of the egg-shaped model
faces toward l \ 315¡, close to the direction of the center of
the Sco-Cen association.

TABLE 2

Ca II COLUMN DENSITIES AND DISTANCES TO THE EDGE OF THE LIC

d l b vLIC vobs bCa II
NCa II

NH I
a SnH I

T dedge
Star Symbol Star Name (pc) (deg) (deg) (km s~1) (km s~1) (km s~1) (] 1010) ( ] 1018) (cm~3) (pc) Reference

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

aQ . . . . . . . . . . a Aql 5.1 48 [09 [17.0 [17.4 2.0 0.72 0.31 0.020 1.01 1
aP . . . . . . . . . . . a PsA 7.7 20 [65 [3.5 [3.2 . . . 0.55 0.24 0.010 0.77 2
AC . . . . . . . . . . a Cep 15.0 101 ]9 ]0.9 ]0.2 1.7 0.7 0.30 0.007 0.97 3
bP . . . . . . . . . . . b Pic 19.3 258 [31 ]10.3 ]10.8 . . . 1.0 0.43 0.007 1.41 2
dV . . . . . . . . . . . d Vel 24.4 272 [07 ]2.2 ]2.5 . . . 0.71 0.31 0.004 1.00 4
dC . . . . . . . . . . . d Cas 30 127 [02 ]12.9 ]12.3 . . . 0.5 0.22 0.002 0.70 3
aA . . . . . . . . . . . a And 30 112 [33 ]9.6 ]8.9 3.9 2.3 1.00 0.011 3.24 5
aG . . . . . . . . . . a Gru 31 350 [52 [8.5 [8.0 . . . 0.5 0.22 0.002 0.70 3

. . . . . . . . . . . . [10.2 2.3 1.1 0.48 0.005 1.55 6
aL . . . . . . . . . . . a Lac 31 101 [07 ]3.0 ]3.5 1.6 1.0 0.43 0.005 1.41 3
AP . . . . . . . . . . a Peg 43 88 [40 ]2.0 ]2.0 1.9 1.7 0.74 0.006 2.40 3
cA . . . . . . . . . . . c Aqr 48 62 [46 [4.4 [4.5 2.0 1.1 0.48 0.003 1.55 3

. . . . . . . . . . . . [4.4 2.9 0.9 0.39 0.003 1.27 5
iA . . . . . . . . . . . i And 52 110 [17 ]7.8 ]7.6 6.3 6.1 2.65 0.017 8.60 5
gQ . . . . . . . . . . g Aqr 56 68 [48 [2.4 [2.1 3.3 2.7 1.17 0.007 3.80 5
gA . . . . . . . . . . . g Aur 67 165 ]00 ]23.0 ]23.0 1.9 0.5 0.22 0.001 0.70 3

REFERENCES.È(1) Ferlet, Lallement, & Vidal-Madjar 1986 ; (2) Lallement et al. 1995 ; (3) Lallement & Bertin 1992 ; (4) Lallement, Vidal-Madjar, & Ferlet
1986 ; (5) Vallerga et al. 1993 ; (6) Crawford & Dunkin 1995.

see text.a NCa II
/NH I

\ 2.30~0.28`0.53] 10~8 ;
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TABLE 3

COMPARISON OF LIC MODEL WITH GHRS, EUV E, AND Ca II DATA

d l b dobs dmodel dmodel [ dobs
Star (pc) (deg) (deg) (pc) Weight (pc) (pc)
(1) (2) (3) (4) (5) (6) (7) (8)

a Cen . . . . . . . . . . . 1.35 316 [01 3.265 2.0 3.268 ]0.003
Sirius . . . . . . . . . . . 2.63 227 [09 3.128 2.7 3.328 ]0.200
v Eri . . . . . . . . . . . . 3.22 196 [48 2.162 6.7 2.428 ]0.266
61 Cyg A . . . . . . . 3.48 082 [06 2.971 6.7 3.029 ]0.058
Procyon . . . . . . . . 3.50 214 ]13 3.392 9.1 3.393 ]0.001
40 Eri A . . . . . . . . 5.04 201 [38 2.271 4.8 2.510 ]0.239
b Gem . . . . . . . . . . 10.3 192 ]23 3.566 4.8 3.374 [0.192
Capella . . . . . . . . . 12.9 163 ]05 4.000 9.1 3.518 [0.482
b Cas . . . . . . . . . . . 16.7 118 [03 3.159 9.1 2.764 [0.395
a Tri . . . . . . . . . . . . 19.7 139 [31 0.978 4.8 1.295 ]0.317
HR 1099 . . . . . . . 29.0 185 [42 1.759 9.1 1.994 ]0.235
HZ 43 . . . . . . . . . . 32.0 054 ]84 3.370 2.0 3.268 [0.102
p Gem . . . . . . . . . . 37.5 191 ]23 3.325 4.8 3.404 ]0.079
G191-B2B . . . . . . 68.8 156 ]07 3.388 4.4 3.605 ]0.217
31 Com . . . . . . . . 94.2 115 ]89 3.267 7.7 3.270 ]0.003
v CMa . . . . . . . . . . 132 240 [11 3.286 2.0 3.306 ]0.020
GD 50 . . . . . . . . . . 37 187 [39 1.805 22. 1.901 ]0.096
GD 71 . . . . . . . . . . 46.5 192 [05 2.414 2.0 3.145 ]0.731
V471 Tau . . . . . . 46.8 172 [28 2.164 3.7 2.689 ]0.525
a Aql . . . . . . . . . . . 5.1 048 [9 3.468 3.6 3.068 [0.400
a PsA . . . . . . . . . . . 7.7 020 [65 3.180 2.0 3.187 ]0.007
a Cep . . . . . . . . . . . 15.0 101 ]09 2.837 3.5 3.049 ]0.212
b Pic . . . . . . . . . . . . 19.3 258 [31 3.540 2.5 3.117 [0.423
d Vel . . . . . . . . . . . . 24.4 272 [07 3.762 2.0 3.282 [0.480
d Cas . . . . . . . . . . . 30 127 [02 2.656 2.0 3.200 ]0.544
a And . . . . . . . . . . 30 112 [33 1.797 12. 1.889 ]0.092
a Gru . . . . . . . . . . . 31 350 [52 3.574 2.7 3.167 [0.407
a Lac . . . . . . . . . . . 31 101 [07 2.544 3.3 2.909 ]0.365
a Peg . . . . . . . . . . . 43 088 [40 2.546 3.4 2.700 ]0.154
c Aqr . . . . . . . . . . . 48 062 [46 3.016 5.0 3.051 ]0.035
g Aqr . . . . . . . . . . . 56 067 [48 3.810 9.0 2.516 [1.294
g Aur . . . . . . . . . . . 67 165 ]00 2.644 2.0 3.322 ]0.678

TABLE 4

COMPARISON OF LIC MODEL PARAMETERS

Property Data Set A Data Set B

HST stars used . . . . . . . . 16 16
EUV E stars used . . . . . . 01 03
Ca II stars used . . . . . . . . 00 13
Total . . . . . . . . . . . . . . . . . . . . 17 32
xcenter (pc) . . . . . . . . . . . . . . [2.2 [2.5
ycenter (pc) . . . . . . . . . . . . . . ]1.2 ]1.5
zcenter (pc) . . . . . . . . . . . . . . [1.1 [1.5
Reduced s2 . . . . . . . . . . . . 0.56 1.33
Mean di†erence . . . . . . . 0.14 0.28

Spherical Harmonic CoefÐcients

a0,~0 . . . . . . . . . . . . . . . . . . . . ]9.381 ]8.982
a1,~0 . . . . . . . . . . . . . . . . . . . . [1.026 [0.607
a1,~1 . . . . . . . . . . . . . . . . . . . . ]0.532 [0.171
a1,~1 . . . . . . . . . . . . . . . . . . . . ]0.360 [0.046
a2,~0 . . . . . . . . . . . . . . . . . . . . ]0.622 ]0.995
a2,~1 . . . . . . . . . . . . . . . . . . . . [0.501 [0.913
a2,~1 . . . . . . . . . . . . . . . . . . . . [0.414 ]0.202
a2,~2 . . . . . . . . . . . . . . . . . . . . [0.280 [0.309
a2,~2 . . . . . . . . . . . . . . . . . . . . ]1.589 ]2.068

Figure 3 shows the LIC model based on data set B as
seen from the Galactic center direction (l \ 0¡, b \ 0¡). The
0 pc contour shows the edge of the LIC in a plane perpen-
dicular to the Galactic center direction that passes through
the Sun. Positive and negative values refer to distances
toward and away from the Galactic center.

Figure 4 shows the LIC model based on data set B from a
third perspective, Galactic west (l \ 270¡, b \ 0¡).

Finally, we show in Figure 5 the location in Galactic
coordinates of the HST , EUV E, and Ca II stars used in this
analysis. The two-symbol designations for each star are
listed in column (1) of Table 1. Also shown are contours
(from darkest to lightest) of 1.0, 0.5, 0.25, 0.10,NH I

\ 2.0,
and 0.05] 1018 cm~2 from the Sun to the edge of the LIC.
These contours are useful for estimating hydrogen column
densities through the LIC, and a tool is available at the
Web site described below for computing more accurate
column densities through the LIC. For example, in Paper I
we could not determine whether the line of sight to v Ind
(l \ 336¡, b \ [48¡) passes through the LIC or the G cloud
since the projected velocities of both clouds are the same in
this direction. Using Figure 5, we infer a column density
through the LIC, cm~2. Thus, essen-NH I

LIC \ 0.05 ] 1018
tially all of the line of sight to v Ind passes through the G
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FIG. 2.ÈView from the north Galactic pole of the LIC model computed
from hydrogen column densities inferred from HST , EUV E, and ground-
based Ca II spectra (data set B). The Sun is located at (0, 0), and the
directions toward the Galactic center (l\ 0¡) and Galactic east (l\ 90¡)
are indicated. The 0 pc line is the LIC boundary in a plane parallel to the
Galactic plane passing through the Sun. The [2 and [4 pc contours
show the edge of the LIC in planes located at 2 and 4 pc south of the Sun.
The northernmost point of the LIC at ]2.0 pc and the southernmost point
at [5.0 pc are both indicated by crosses. The solid portion of the contours
indicate where the model is well constrained, as indicated by the averaging
of models from various orientations. The dotted regions indicate where the
model is poorly constrained. The arrow marked A indicates the direction
from the center of the Sco-Cen association (l\ 320¡, b \ ]15¡). The
arrow marked B is the direction of the Ñow vector within the LIC in the
local standard of rest (l\ 331¡.9, b \]4¡.6).

cloud. It is clear from Figure 5 that there are large regions
where no data exist. As more data become available, our
model will change, perhaps drastically in regions where no
data currently exist. More accurate three-dimensional
models of the LIC can be constructed using the methods in
this paper as a prescription when more lines of sight are
characterized.

2.5. T he Colorado L ocal Interstellar Medium Web Site
Our model of the LIC with the GHRS, STIS, EUV E, and

Ca II data is version 1999/8 of the Colorado Model of the
Local Interstellar Cloud.3 The input data, prescription for
computing the model, and tools for calculating the hydro-
gen column density and LIC velocity in any direction are
also available at this Web site. As new data appear and we
can model other nearby warm clouds et al. 1997),(Ge� nova
updated versions of the LISM model will be placed at this
Web site. We are providing this Web site as a service to
those who wish to estimate interstellar absorption or other
properties in or through the LIC.

3. DISCUSSION

3.1. Morphology
Until now we have made the very simplest assumptions

3 This model can be viewed at the Colorado Local Interstellar Medium
Web site at http ://casa.colorado.edu/DsredÐel/ColoradoLIC.html.

FIG. 3.ÈView from the Galactic center of the LIC model computed
from hydrogen column densities inferred from HST , EUV E, and ground-
based Ca II spectra (data set B). The Sun is located at (0, 0), and the
directions toward Galactic east (l\ 90¡, b \ 0¡) and Galactic north
(b \ 90¡) are indicated. The 0 pc line is the LIC boundary in a plane
perpendicular to the Galactic center direction passing through the Sun.
The [2 and [4 pc contours show the edge of the LIC in planes located at
2 and 4 pc behind the Sun (farther from the Galactic center). The edge of
the LIC closest to the Galactic center (at ]0.5 pc) and farthest from the
Galactic center ([6.0 pc) are marked with crosses. The solid portion of the
contours indicate where the model is well constrained, as indicated by the
averaging of models from various orientations. The dotted regions indicate
where the model is poorly constrained.

concerning the structure of the LIC: all interstellar gas
moving with a speed consistent with the LIC velocity vector
has a constant density, cm~3, and this gasnH I

\ 0.10
extends from the heliosphere to the edge of the LIC as
determined by the value of for this velocity componentNH Ialong each line of sight. A very di†erent picture has been
put forward by Frisch & York (1983) and by Frisch (1996),
who argue that the LISM consists of thin Ðlaments or Ñu†y
layers of warm gas that may be fragments of the shell of the
Local Bubble. Thin Ðlaments are commonly seen through-
out the interstellar medium, for example, the Cygnus
superbubble (Graham et al. 1995) or reÑection nebulae in
the Pleiades. Our model of the LIC has a minimum thick-
ness of 4.7 pc and minimum hydrogen column density of
1.5] 1018 cm~2 through the cloud. The maximum dimen-
sion is 6.8 pc, corresponding to cm~2. WeNH I

\ 2.1] 1018
believe that our model is a good representation of the LIC
because it is based primarily on measured hydrogen column
densities in many lines of sight through the LIC for gas
moving at the projected LIC velocity rather than hydrogen
column densities integrated over all velocities.

Which model shape is more nearly correct? Are these
extreme cases and the local interstellar gas structure lies
somewhere between the two extremes? On the basis of Ca II

interstellar spectra and extreme ultraviolet absorption in
the spectra of 16 white dwarfs observed by EUV E, Frisch
(1996) concluded that the local cloud complex (not just the
LIC) is a Ðlament with thickness ¹0.7 pc and crosswise
hydrogen column density ¹2 ] 1017 cm~2. This Ðlamen-
tary structure is inconsistent with our model. Part of the
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FIG. 4.ÈView from the Galactic west (l\ 270¡, b \ 0¡) direction of the
LIC model computed from hydrogen column densities inferred from HST ,
EUV E, and ground-based Ca II spectra (data set B). The Sun is located at
(0,0), and the directions toward the Galactic center (l\ 0¡, b \ 0¡) and
Galactic north (b \ 90¡) are indicated. The 0 pc line is the boundary of the
LIC in a plane perpendicular to the Galactic west direction passing
through the Sun. The ]2 and ]4 pc contours show the edge of the LIC in
planes located at 2 and 4 pc behind the Sun (toward the Galactic east
direction). The edge of the LIC closest to the Galactic west direction (at
[1.3 pc) and farthest from the Galactic west (at ]4.3 pc) are marked with
crosses. The solid portion of the contours indicate where the model is well
constrained, as indicated by the averaging of models from various orienta-
tions. The dotted regions indicate where the model is poorly constrained.

di†erence may be due to the Sun being very close to the
edge of the LIC. More data will help determine the nature
of the shape of the LIC. If hydrogen column densities in
unsampled sight lines are consistent with our model, the
smooth-shaped LIC model is supported.

Our model does assume that the LIC gas is reasonably
homogeneous in density. However, Meyer & Blades (1996)
and Watson & Meyer (1996) demonstrated that the ISM
can be inhomogeneous on subparsec scales on the basis of
signiÐcantly di†erent Na I interstellar absorption along the
lines of sight toward the two components of visual binaries
like k Cru, where the separation is only 6600 AU (0.032 pc).
Structures on this small scale have been seen, so far, only for
cold gas in the ISM, not the warm gas traced by H I and D I.
Until now we have had no reliable technique for assessing
the inhomogeneity of the LIC, as the measured column
densities only constrain the amount of material and not its
distribution along a given line of sight. The interstellar
column densities of H I, D I, and Mg II toward the only
nearby binary system studied to date, a Cen A and B, are
essentially the same within the measurement errors (Linsky
& Wood 1996).

The discovery of hydrogen walls around the Sun and
many nearby stars provides a new source of information
that we can exploit to assess the inhomogeneity of the LIC.
Wood & Linsky (1998) summarized the evidence for warm,

decelerated neutral hydrogen in the upwind direction
around the Sun, v Eri, 61 Cyg A, v Ind, 40 Eri A, and j And.
Vidal-Madjar et al. (1998) have now added Capella to the
list of stars that show evidence for hydrogen walls. Since the
presence of a hydrogen wall requires that the star be embed-
ded in a partially ionized interstellar cloud, those lines of
sight toward stars with hydrogen walls must have warm
interstellar gas along both the beginning and the end of the
line of sight. In Table 1 of Paper I, we underlined the names
of the six stars for which hydrogen walls have now been
identiÐed. For these stars, lies in the range 0.040ÈSnH I

T
0.095 cm~3. One possible conclusion is that these lines of
sight are partly Ðlled (with Ðlling fractions in the range
0.40È0.95). An alternative conclusion is that the mean den-
sities along lines of sight through the LIC vary by a factor of
2.5. In either case, the LIC appears to be inhomogeneous
but not by a large factor.

As seen from the north Galactic pole, the LIC has an axis
of symmetry that points in the direction l B 320¡. Since the
direction from the center of the Scorpius-Centaurus associ-
ation is l \ 320¡ (Fig. 1a, arrow A), the shape of the LIC
could be determined by the Ñow of hot gas from Sco-Cen.

The LIC model shows that the Sun is located just inside
the edge in the direction of the Galactic center and toward
the north Galactic pole. The LIC model also shows that
there is very little LIC column density in the fourth
(270¡ \ l \ 360¡) and Ðrst (0¡ \ l \ 90¡) Galactic quad-
rants. The proximity of the Sun to the edge of the LIC was
previously noted by Lallement & Bertin (1992) and by
Bertin et al. (1995). Most of the LIC volume lies east of the
Galactic center in the second quadrant (90¡\ l\ 180¡).
This distribution of LIC gas in the Galactic plane is the
opposite of what is seen in the total hydrogen column
density in previous studies. For example, Frisch & York
(1983) and Paresce (1984) called attention to the relatively
short distance to reaching cm~2 in the Ðrstlog NH I

\ 1019
and fourth Galactic quadrants and the º200 pc distance to
this hydrogen column density contour in the third Galactic
quadrant. Also, Vallerga (1996) showed that EUV E
detected a relatively large number of white dwarfs in the
third quadrant (indicating low hydrogen column densities)
and very few white dwarfs in the direction of the Galactic
center, especially for b [ 0¡. These results and others are
consistent with very little hydrogen column density beyond
the LIC in the third quadrant but a large hydrogen column
beyond the LIC in the fourth and Ðrst quadrants in the G
cloud.

The absence of Mg II absorption at the LIC velocity
toward a Cen indicates that the distance to the edge of the
LIC in this direction is ¹0.05 pc, and the Sun should cross
the boundary between the LIC and the G cloud in less than
3000 yr.

We estimate that the volume of the LIC is about 93 pc3
and its mass is about 0.32 M

_
.

3.2. Comparison with T heoretical Models
We now compare the measured physical properties and

morphology of the LIC with theoretical models. Table 5
lists our adopted empirical properties of the LIC and the
references from which these data were taken. The value of
the LIC temperature, derived from absorption line widths,
is representative of many lines of sight through the LIC.
The electron density refers only to the Capella line of sight
for which we have a reliable value based on GHRS spectra,
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TABLE 5

PHYSICAL AND MORPHOLOGICAL PROPERTIES OF THE LIC

Property Value Reference

Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7000 ^ 1000 K 1
Neutral hydrogen density (nH I

) . . . . . . . . . . . . . . . . . . . . . 0.10 cm~3 2
Electron density (ne) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.11~0.06`0.12 cm~3 3
Hydrogen ionization [X(H)\ n

p
/(nH I

] n
p
)] . . . . . . 0.52^ 0.18 4

Gas pressure (P/k) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1620~630`1280 cm~3 K 4
log (depletion of Mg), D(Mg) . . . . . . . . . . . . . . . . . . . . . . . [1.1^ 0.2 1
log (depletion of Fe), D(Fe) . . . . . . . . . . . . . . . . . . . . . . . . . [1.27 5
log (depletion of O), D(O) . . . . . . . . . . . . . . . . . . . . . . . . . . . [0.25 5
Maximum dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.8 pc 6
Minimum dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.7 pc 6
Maximum NH I

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.1] 1018 cm~2 6
Minimum NH I

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.5 ] 1018 cm~2 6

REFERENCES.È(1) Piskunov et al. 1997 ; (2) Paper I ; (3) Wood & Linsky 1997 ; (4) com-
puted ; (5) Linsky et al. 1995 ; (6) this paper.

but Holberg et al. (2000) Ðnd a very similar value, n
e
\

cm~3, for the 132 pc line of sight to REJ0.11~0.06`0.07
1032]535 using the same technique, and the high fraction-
al ionization of hydrogen is consistent with the analysis of
EUV E spectra toward many hot white dwarfs (Vallerga
1996). The most recent set of detailed models of the multi-
phase ISM were computed by WolÐre et al. (1995a). Their
time-independent models assume pressure equilibrium
between the CNM and WNM phases and ionization equi-
librium within each phase. In the WNM phase, photoelec-
tric heating from polycyclic aromatic hydrocarbons is
balanced by cooling by Lya, C II (158 km), and O I (63 km)
radiation and by electron recombinations onto positively
charged grains. They compute the temperature, density, and
pressure for a standard model with attenuation of illumi-
nating radiation by cm~2 and solar abun-NH I

\ 1019
dances, but they also compute a range of models for
di†erent column densities, abundances, and grain sizes.

For the standard model, a neutral hydrogen density,
cm~3, corresponds to a thermal gas pressurenH I

\ 0.10
P/k B 1000 cm~3 K. The empirical parameters for our LIC
model correspond to P/k \ 1.1(nH I

] n
e
)T \ 1620~630`1280

cm~3 K, which is similar to the value P/k \ 1700È2300
cm~3 K estimated by Vallerga (1996) from EUV E spectra.
The relation between P/k and is essentially unchangednH Ifor values of near 0.1 cm~3 when the assumed columnnH Idensity is decreased to cm~2, the gas-phaseNH I

\ 1018
abundances are changed by a large factor, and the far-UV
radiation Ðeld is changed by several orders of magnitude. In
the WolÐre et al. (1995a) models, P/k decreases appreciably
for Ðxed only when the grain abundances are far belownH Isolar, while the gas-phase abundances are solar. An inter-
esting result is that for P/k \ 990 cm~3 K with NH I

\ 1019
cm~2 and for P/k \ 1600 cm~3 K with cm~2NH I

\ 1018
only the WNM phase is possible. Thus, the gas pressure in
the LIC is close to the limit where the CNM phase cannot
exist.

The empirical hydrogen ionization, however, is much
larger than in the WolÐre et al. theoretical models. For

cm~3, the theoretical models predict that thenH I
\ 0.10

ratio lies in the range 0.046È0.11 cm~3, whereas then
e
/nH Iempirical ratio is 0.6È2.3. There is no set of parameters in

the ionization equilibrium WNM models of WolÐre et al.
(1995a) or in the WIM models for the Galactic halo (WolÐre

et al. 1995b) that has this high degree of ionization for
cm~3.nH I

\ 0.10
Vallerga (1998) computed the ionization equilibrium of

hydrogen and helium in the LIC, including the extreme
ultraviolet radiation from all sources detected by the EUV E
satellite. Since the rather soft radiation from v CMa domi-
nates the photoionization of hydrogen, the LIC is self-
shielding and the computed hydrogen ionization decreases
from the LIC edge facing v CMa toward the cloud interior.
Vallerga computed a mean electron density n

e
\ 0.068

cm~3 in the direction of v CMa. Thus, the measured value
of cm~3 toward Capella through the centern

e
\ 0.11~0.06`0.12

of the LIC with cm~2 is inconsistent withNH I
\ 1.9] 1018

the Vallerga photoionization equilibrium calculation, and
the observed ionization of helium is even further in dis-
agreement. We conclude that additional ionization or
departures from ionization equilibrium are needed to
explain the observed LIC ionization.

Two very di†erent models have been proposed to
account for the extra ionization. Frisch & Slavin (1996) and
Slavin & Frisch (1998) proposed that the LIC is in steady
state ionization equilibrium for which ionizing radiation
from an evaporative boundary between the warm LIC and
hot surrounding gas in the Local Bubble, together with
radiation from nearby hot stars, can explain the observed
high degree of hydrogen and helium ionization. Lyu &
Bruhweiler (1996) described a very di†erent model in which
the ionization is far out of equilibrium. They argued that the
high degree of ionization of hydrogen and especially helium
in the warm LISM is due to the gas being in a recombi-
nation phase following complete ionization by shocks from
a nearby supernova. Using their time-dependent ionization/
recombination models, Lyu & Bruhweiler were able to Ðt
the observed ionization of helium and hydrogen for the
LISM gas with cm~3 when the ionizing eventnH I

\ 0.10
occurred one or several million years ago. Rapid cooling
after this ionizing event would lead to T B 104 K at the
present time despite the overionization of the dominant
species in the gas.

Since the rate of cooling in the important Ðne-structure
lines of O I and C II is proportional to electron density, the
overionization of hydrogen should make the LIC cooler
than the ionization equilibrium models predict. We asked
M. WolÐre (1999, private communication) to compute the



No. 2, 2000 STRUCTURE OF WARM LIC. II. 835

equilibrium temperature for P/k \ 1600 cm~3 K and
or 1019 cm~2 using the latest version of hisNH I

\ 1018
codes that assume ionization equilibrium. He computed
T \ 9380 K, whereas the empirical LIC temperature is
T \ 7000 ^ 1000 K. Since the ionization equilibrium theo-
retical models predict cm~3, the overionizationn

e
\ 0.015

factor is large, 7.3~4.0`8.0.
M. WolÐre (1999, private communication) then kindly

ran an updated version of his code (to be described in a
forthcoming paper) with the following parameters : nH I

\
cm~3, cm~3 (the empirical value),0.10 n

e
\ 0.11 NH I

\ 1.0
] 1018 cm~2 and cm~2, total gas-phaseNH I

\ 2.0 ] 1018
abundance of oxygen nO/nH \ 3.0] 10~4, nO I

/nH \ 1.5
] 10~4, and For this nonequilibriumnC II

/nH \ 1.4 ] 10~4.
ionization case, he computed T \ 6900 K for NH I

\ 1.0
] 1018 cm~2 and T \ 6594 K for cm~2.NH I

\ 2.0] 1018
These theoretical temperatures are in remarkable agree-
ment with the observed values. Thus, the observed overioni-
zation and low temperature of the LIC are consistent with
detailed energy balance calculations.

4. CONCLUSIONS

In this second paper in a series on the structure of the
LISM, we construct a three-dimensional model of the LIC
based on GHRS, STIS, EUV E, and ground-based Ca II

spectra. Subsequent papers will reÐne this model by includ-
ing new data and constructing models for other nearby
clouds in the LISM. The following summarizes our Ðndings
to date :

1. We adopt the technique described in Paper I in which
we determine the distance to the edge of the LIC, dedge(LIC),
along a given line of sight from the hydrogen column
density (inferred from the deuterium column density in
GHRS spectra). We assume that the interstellar gas moving
with the LIC speed has a constant density, cm~3,nH I

\ 0.10
and the LIC extends from the heliosphere to an edge deter-
mined by the value of along each line of sight.NH I

(LIC)
2. We Ðrst Ðt spherical harmonics to the 16 lines of sight

for which we have values of or upper limits fromdedge(LIC)
the HST data. In the case of upper limits, we set dedge(LIC)
equal to the upper limit. We can construct an orientation-
averaged, three-dimensional model of the LIC to Ðt all of
these data, with very little scatter (reduced s2\ 0.56) and a
smooth structure between the Ðtted points. By averaging
the results of three di†erent orientations, we obtain the
most general solution to the three-dimensional structure of
the LIC, as well as determine which regions are well con-
strained or poorly constrained.

3. We next considered whether the hydrogen column
densities toward the white dwarfs observed by EUV E are
consistent with the LIC shape determined only with the
GHRS data. Since the EUV E hydrogen column densities
refer to the absorption by all clouds in the line of sight, we
do not know a priori whether the lines of sight to any of
these stars only pass through the LIC. The value of fordedgeonly one of the EUV E targets (GD 50) is consistent with the
LIC shape. For this nearby star (37 pc), is similarNH I

(total)
to the values of for the stars HR 1099, v Eri, andNH I

(LIC)
40 Eri A that lie between and 11¡ from GD 50 on the3¡.4
sky. We therefore include GD 50 in our list of lines of sight
and rederive the LIC shape.

4. We then considered lines of sight for which absorption

in the Ca II resonance lines is observed at the projected LIC
velocity. The conversion from Ca II column densities to
hydrogen column densities requires knowledge of the
Ca II/H I ratio that can vary from cloud to cloud. We Ðnd
that a mean ratio, leads toNCa II

/NH I
\ 2.30~0.28`0.53 ] 10~8,

the best Ðt of 13 Ca II lines of sight with the model based on
the 16 HST and one EUV E data points. We therefore
include these 13 Ca II lines of sight and recompute a model
with nine spherical harmonics. At this time we also included
two additional hot white dwarfs observed by EUV E as their
total hydrogen column densities are smaller than predicted
by the Ðrst LIC model and thus constrain the morphology
of the LIC. The reduced s2\ 1.33. Since the models com-
puted with and without the Ca II lines of sight are in very
good agreement, we now include Ca II column densities in
models for the LIC and other nearby warm clouds. Our
model of the LIC with the Ca II data is version 1999/8 of the
Colorado Model of the Local Interstellar Cloud.

5. The LIC model is clearly not a long thin Ðlamentary
structure as optical images of some interstellar clouds (e.g.,
reÑection nebulae in the Pleiades), but neither is it spherical
in shape. As seen from the north Galactic pole, the LIC has
an axis of symmetry that points in the direction lB 315¡.
Since the direction of the center of the Sco-Cen association
is l \ 320¡, the shape of the LIC could be determined by the
Ñow of hot gas from Sco-Cen.

6. The LIC model shows that the Sun is located just
inside the edge in the direction of the Galactic center and
toward the north Galactic pole. The absence of Mg II

absorption at the LIC velocity toward a Cen indicates that
the distance to the edge of the LIC in this direction is ¹0.05
pc and the Sun should cross the boundary between the LIC
and the G cloud in less than 3000 yr.

7. We estimate that the volume of the LIC is about 93
pc3 and its mass is about 0.32 M

_
.

8. The physical parameters and hydrogen column
density of the LIC are roughly consistent with the WolÐre et
al. (1995a) warm ISM models that assume pressure and
ionization equilibrium, but the empirical hydrogen ioniza-
tion is much higher and the gas temperature lower than the
theoretical models predict. The high ionization is naturally
explained by the LIC gas being in a recombining phase
following shock ionization from a nearby supernova as pro-
posed by Lyu & Bruhweiler (1996). The higher ionization
increases the gas cooling, which can explain why the gas is
2400 K cooler than the ionization equilibrium models
predict. Computed and observed temperatures are remark-
ably in agreement for a theoretical model with the observed
LIC electron density.

9. The LIC model can be seen at the Colorado Model of
the Local Interstellar Medium Web site (see footnotes 2 and
3). The input data, prescription for computing the model,
and a tool for calculating the hydrogen column density in
any direction will also be at this Web site. As new data
appear and we can model other warm clouds, updated ver-
sions of the LISM model will be placed on this Web site.

Many questions still remain concerning the structure of
the LISM. For example, only a few of the perhaps many
clouds near the Sun have been identiÐed so far, and there
are few data on the hydrogen absorption through the G
cloud. Whether these structures that we call ““ clouds ÏÏ are
actually individual parcels of gas with long-term identities,
transient shock fronts, or turbulent eddies remains to be
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TABLE 6

SPHERICAL HARMONIC BASIS FUNCTIONS

Harmonic Normalized Functional Form

y0,0 . . . . . . . . . . . . . . . . . S 1

4n
y1,0 . . . . . . . . . . . . . . . . . S 3

4n
cos h

y1,~1 . . . . . . . . . . . . . . . . S 3

4n
sin h cos /

y1,1 . . . . . . . . . . . . . . . . . S 3

4n
sin h sin /

y2,0 . . . . . . . . . . . . . . . . . S 5

16n
(3cos2 h [ 1)

y2,~1 . . . . . . . . . . . . . . . . S15

4n
sin h cos h cos /

y2,1 . . . . . . . . . . . . . . . . . S15

4n
sin h cos h sin /

y2,~2 . . . . . . . . . . . . . . . . S 15

16n
sin2 h cos 2/

y2,2 . . . . . . . . . . . . . . . . . S 15

16n
sin2 h sin 2/

determined. We do not yet know whether the cloud bound-
aries on subarcsecond scales are smooth, as suggested by
our models computed using spherical harmonics, or very
irregular with embedded small high-density clouds. Also,
are densities fairly uniform within a given cloud or inhomo-
geneous? Considerably more high-quality data are needed
to sort out these important questions.
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National Institute of Standards and Technology. We thank
Mark WolÐre for kindly computing theoretical models with
our input parameters and Richard McCray and Mike Shull
for their comments and suggestions. We would also like to
thank the referee for providing thoughtful and important
suggestions.

APPENDIX

Any arbitrary function r(h, /) can be expanded in a series of spherical harmonics :

dedge(h, /) \ ;
l/0

= ;
m/~l

l
a
l,mY

l,m(h, /) , (A1)

where are real, constant coefficients associated with a speciÐc, complex spherical harmonic In our case, we area
l,m Y

l,m.
concerned only with real surface quantities, so it is more convenient to work with real spherical harmonics wherey

l,m,

y
l,m(h, /)\

4

5

6

0
0

1

J2
[Y

l,m(h, /) ] Y
l,m* (h, /)] if m[ 0,

Y
l,0(h, /) if m\ 0,
[ i

J2
[Y

l, @ m @
(h, /) [ Y

l, @ m @
* (h, /)] if m\ 0.

(A2)

The complex spherical harmonics [and its complex conjugate are related to associated LegendreY
l,m(h, /) Y

l,m* (h, /)]
polynomials and can be recursively generated in a straightforward fashion (Jackson 1999 ; Press et al. 1992). The normal-
ization of the real spherical harmonics, is such that We make all constants of normalization positivey

l,m, / y
l,m2 (h, /)d)\ 1.

and allow the Ðt coefficients to carry the appropriate sign. The real spherical harmonics with proper normalizations fora
l,ml\ 0, 1, 2 are given in Table 6. The only quantities that are unknown in the function (A1) are the coefficients. Our task isa

l,mto determine those coefficients that best describe the three-dimensional shape of the LIC.
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